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Abstract—The paper aims to solve the distortion problem of
the inverter output voltages that cause harmonic deformation of
the phase currents and ripple of dq- currents of the three-phase
permanent magnet synchronous motor (PMSM). The inverter
non-linearities adversely affect the effectiveness of the PMSM
control algorithm. The compensation strategy is based on the
neural network and knowledge of the three-phase PMSM model
structure and its parameters. The input data for the neural
network consist of the normed values and detected polarities
of the phase currents and rotor position information. As a
result, the proposed artificial neural network (ANN) can extract
non-linear functions from the measured data to compensate for
the VSI output voltages. The ANN is designed to learn online
while the PMSM is running. The back-propagation algorithm
is used for neural network learning. The proposed strategy
was implemented in an AURIX TC397 microcontroller and
validated by experiments on a real PMSM. The presented results
demonstrate the effectiveness of the proposed solution.

Index Terms—dead-time compensation, artificial neural net-
work (ANN), voltage source inverter (VSI), permanent magnet
synchronous motor (PMSM)

I. INTRODUCTION

Voltage source inverters (VSI) have been standardly used

to control AC motors in industrial applications. These ap-

plications put ever higher demands on precise control algo-

rithms that requires not only accurate measurement of the

currents and position but also accurate application of the

command voltages. However, this effort is complicated by

the non-linear characteristics of the VSI, such as the dead-

time period, voltage drops on the switching elements and

anti-parallel diodes or snubber and parasitic capacities, which

distort the output voltages. The required voltages generated by

the control algorithm will not agree with the inverter output

voltages due to these VSI non-linearities. The output voltages

deformation will be reflected by a harmonic distortion of the

phase currents and subsequently by the ripple of the currents in

The work has been performed in the project AI4CSM: Automotive Intelli-
gence for/at Connected Shared Mobility No 101007326/8A21013. The work
was co-funded by grants of Ministry of Education, Youth and Sports of the
Czech Republic and Electronic Component Systems for European Leadership
Joint Undertaking (ECSEL JU). The work was supported by the infrastructure
of RICAIP that has received funding from the European Union’s Horizon 2020
research and innovation programme under grant agreement No 857306 and
from Ministry of Education, Youth and Sports under OP RDE grant agreement
No CZ.02.1.01/0.0/0.0/17 043/0010085.

the dq-coordinate system and torque pulsations [1], [2], which

negatively affects the applied control algorithm. Therefore, it is

desirable to compensate for VSI non-linearities. The standard

compensation strategy that uses a feed-forward approach is

the simplest solution to this issue [3]. It compensates for the

average voltage losses of the one PWM period based on the

polarities of the phase currents. The polarity detection near to

zero-crossing region is critical for a standard approach [4].

In article [5], the compensation strategy is based on the

injection of the harmonic signals calculated based on a precise

mathematical model of the VSI harmonic distortion. These

methods are always dependent on the accuracy of the math-

ematical model. The accurate mathematical models of the

VSI that include the snubber and parasitic capacitance are

assembled for compensation strategy in [6], [7]. These meth-

ods are depending precise current measurement and a high

sampling current rate. The paper [8] describes a compensation

strategy that uses a second-order adaptive filter to extract the

6th harmonic component of the dq- current. Subsequently, the

compensation voltages are calculated based on the value of

the 6th harmonics and a mathematical model of the PMSM.

This approach does not suppress higher parasitic harmonic

components, e.g. 12th harmonics in dq- currents and other

multiples of the 6th harmonics, which is its disadvantage.

Authors increasingly use neural networks to suppress volt-

age distortions of the VSI. In [9], the compensation method

is based on the assumption that the vector trajectory of the

output αβ- voltage is a circle. Depending on the value of

the circular trajectory error, an adaptation rule is constructed

to adjust one common weight in the input layer of the

simple neural network. Subsequently, the neural network can

identify the non-linear functions of compensation voltages.

The disadvantage is that the neural network adapts only one

weight, and others are set to a constant value. In [10], the

authors used one separated neuron to suppress each 6th and

12th harmonic components in dq- currents. The authors in both

articles do not use the full potential of the neural networks to

identify the non-linear function of compensation voltages.

In order to solve the issue of the VSI output voltage

deformation, the compensation strategy is designed based on

an artificial neural network (ANN). The ANN approach is

appropriate because it is suitable for solving strongly non-
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Fig. 1. (a) One leg of the three-phase VSI during the dead-time period.
(b) (b) PWM signal patterns and VSI output voltage considering the non-
linear effects.

linear problems. The proposed ANN allow extracting non-

linear functions from quantities commonly available in the

vector control algorithm of the PMSM without knowing the

inverter parameters. The ANN benefit is that compensation

voltages can be identified online while the PMSM is running.

Also, the code size of the neural network and its computational

complexity are acceptable and can be implemented on a

microcontroller AURIX TC397.

II. ANALYSIS OF VOLTAGE DISTURBANCE

The dead-time issue can be explained on the one leg of

the typical three-phase VSI shown in Fig.1(a). This dead-

time period Td serves as protection against the simultaneous

conductions of the two switching devices on the same leg of

the VSI. It is inserted into the gating signals of switching

devices. During the dead-time period, switching elements

SH/SL on the same VSI leg are turned off, and the output

voltage is not controlled. As a result, the phase current can

only flow through the diodes DH/DL and the actual direction

of the phase current determines the output voltage, as shown

in Fig. (b). Even if the dead-time period Td is very short, there

is still a deformation of the VSI output voltage [11].

The voltage error ∆Van can be defined with respect to the

switching period TPWM based on the behavior analysis as

∆Van=vdead · sign(ia)=
Td + ton − toff

TPWM

VDC · sign(ia) (1)

where VDC represents DC bus voltage and the ton and toff
represent turn-on/turn-off switching delay time, and the phase

current sign function can be represented as

sign(ia) =

{

1, ia > 0

−1, ia < 0
(2)

In paper [3], the equation (3) is used to determine the

magnitude of the compensation voltage vdead. It depends on

voltage drops of the switching devices (Vsat) and diodes (Vd),

and its implementation is straightforward.

vdead=
Td+ton−toff

TPWM

(VDC − Vsat + Vd) +
Vsat + Vd

2
(3)
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III. COMPENSATION STRATEGY DESIGN

The abovementioned analysis shows that the VSI output

voltage deformations caused by the dead-time effect and other

inverter properties can be considered non-linear functions

dependent primarily on the inverter parameters. The proposed

compensation strategy is based on the artificial neural network

(ANN) and knowledge of the three-phase PMSM model struc-

ture and its parameter. The neural network is chosen because

it is suitable for solving strongly non-linear problems.

The following requirements have been considered in design-

ing a suitable neural network. First, the proposed ANN should

extract non-linear functions only from quantities commonly

available in the vector control algorithm of the PMSM and

without knowing the inverter parameters. Second, the proposed

ANN should be able to identify the non-linear compensation

voltages online. Third, the computational complexity of the

solution should be acceptable for implementation on a micro-

controller.

A. Neural network topology design

The neural network topology for identifying compensation

voltages in the αβ- coordinate system is defined by an input

layer, two hidden layers and the output layer. The topology

of ANN is shown in Fig. 2. The input vector to the neural

network consists of eight elements. The input vector contains

normed values of the phase currents in the range -1 to 1. It

also includes the sign functions that represent the polarity of

the phase currents. Accurate knowledge about the polarity of

the phase currents is essential for the compensation strategy,

especially in the region where the phase currents pass through

the zero value and where the zero-clamping phenomenon is

applied. The last two signals are sin(θe) and cos(θe), which

transmit information about the current electrical position θe of

the PMSM to the neural network. The proposed ANN should

be able to determine the compensation voltages based on the

information contained in the input vector xi.

xi=
[

ia, ib, ic, sign(ia), sign(ib), sign(ic), sin(θe), cos(θe)
]T

(4)

The complexity of the problem that can be solved using ANN

is determined by the number of hidden layers and the number

of neurons contained in them. However, a more complex

task can be solved by increasing the number of neurons at



the cost of increasing the learning time and the complexity

of the ANN calculation. Two hidden layers, each containing

20 neurons, were selected using simulation experiments to

obtain an adequate ANN result. It gives the neural network

sufficient degrees of freedom to approximate the non-linear

compensation voltages.

The fundamental element of the ANN mathematical model

is a one neuron, which can be described using the following

equations

y in
(k+1)
j = b

(k+1)
j +

n
∑

i=1

w
(k+1)
j,i y

(k)
i (5)

y
(k+1)
j = f

(

y in
(k+1)
j

)

(6)

where yi represents the state of neuron Yi, for neuron Xi in the

input layer is xi input signal, for neurons Yj in other layers is

the input signal defined yj = f(y inj). The symbol y in
(k+1)
j

indicates the inner potential of the jth neuron in the (k+1)th

layer. The bias of Y
(k+1)
j neuron is defined by b

(k+1)
j and

weight w
(k+1)
j,i represents connection from ith neuron to jth

neuron. The use of the matrices can be described as follows

y(k+1) = f
(

wy(k) + b(k+1)
)

(7)
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where w represents the weight matrix, and b is the vector

of the threshold values contributing to each neuron in hidden

layers and each neuron in the output layer.

The crucial part is the process of determining an appropriate

activation function f(x). The rectified linear unit (ReLU)

function is chosen as the activation function f(x) for both

hidden layers.

fhidden(x) =

{

0, x < 0

x, x ≥ 0
f ′

hidden(x) =

{

0, x < 0

1, x ≥ 0
(9)

The benefit of using the RuLU is that it is simple to calculate

its derivative, requiring only a small amount of computing

resources. Also, the ReLU function and its derivative are

monotonic functions. The linear function is selected as the

activation function f(x) in the output layer.

fout(x) = x f ′

out(x) = 1 (10)

B. Neural Network training

The ANN is designed to identify the compensation voltages

online when the vector control algorithm of the PMSM is

running. A new training pattern is generated in each step of

the control algorithm in the learning phase of the ANN. The

training pattern is a vector of the errors between persistent

deformation voltages and compensation voltages from the

Fig. 3. Control algorithm integration

previous step. The observer calculates the persistent defor-

mation voltages based on the model of the PMSM in dq-

coordinates and measured phase currents and velocity. The

persistent deformation voltages ∆ud and ∆uq are given by

the following equations.

∆ud = Rs∆id + Ld

d

dt
∆id − ωeLq∆iq (11)

∆uq = Rs∆iq + Lq

d

dt
∆iq + ωeLd∆id (12)

The observer model (11)-(12) does not consider the expres-

sion containing back electromotive force (ωeλm) because it

does not directly contribute to the iq current ripple. The direct

and quadrature inductance and stator resistance are represented

by symbols Ld, Lq and Rs, respectively. The symbol ωe

denotes the electrical angular velocity. The current errors ∆id
and ∆iq are defined as

∆id = idref
− id ∆iq = iqref − iq (13)

where id and iq are measured currents. idref
is required current

in d- axis and iqref is required current in q- axis generated by

speed controller.

Assuming a steady state, when the motor operates at a

constant speed, and the load torque is also stable, the current

errors should be zero. However, in reality, this will not be

the case. The ripple caused by VSI nonlinearities will appear

in dq- currents. The dominant component of the ripple is the

6th harmonic component and its multiples (the frequency of

the harmonics is related to the fundamental frequency of the

phase currents). The magnitude of the voltage vdead from

the equation (3) determines the amplitude of these harmonic

components.

The observer (11)-(12) is converted to discrete form by the

Euler approximation with sampling period Ts.

∆ud(k) = Rs∆id(k) + Ld

∆id(k)−∆id(k − 1)

Ts

−ωe(k)Lq∆iq(k)
(14)

∆uq(k) = Rs∆iq(k) + Lq

∆iq(k)−∆iq(k − 1)

Ts

+ωe(k)Ld∆id(k)
(15)
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Fig. 4. The configuration of the testing platform

Then, the voltage errors ∆ud and ∆uq from equations (11)-

(12) are transformed into αβ- coordinates.

[

∆uα(k)
∆uβ(k)

]

=

[

cos(θe(k)) − sin(θe(k))
sin(θe(k)) cos(θe(k))

] [

∆ud(k)
∆uq(k)

]

(16)

Subsequently, it is possible to determine the ANN training

pattern T (k) = [∆uinp
α (k),∆uinp

β (k)]T for the current step

of the algorithm, which is defined by the following equation

[

∆uinp
α (k)

∆uinp
β (k)

]

=

[

∆uα(k)
∆uβ(k)

]

+Kgain

[

∆ûcomp
α (k − 1)

∆ûcomp
β (k − 1)

]

(17)

where ∆ûcomp
α (k − 1) and ∆ûcomp

β (k − 1) represents ANN

output from the previous step. These voltages are multiplied

by the correction gain vector Kgain. The magnitude of the

gains is set to a value less than 1. Then, the training pattern

is calculated and brought to the input of ANN. The task of

the ANN is to identify non-linear functions and approximate

compensation voltages. The back-propagation algorithm is

chosen for neural network learning purposes.

The maximum values of the identified compensation volt-

ages are saturated at the neural network’s output. The sat-

uration limits are set concerning the parameters of the VSI

and assumed operating conditions of the PMSM. The com-

pensating voltages are added to voltages generated by the PI

current controller in the αβ-coordinates. These are applied to

the inverter.

MATLAB/Simulink simulation verified the proposed com-

pensation strategy in the first validation phase. The scheme

of the control algorithm with ANN is shown in Fig. 3. In

this phase, the appropriate number of neurons in the hidden

layers and the initialization values of the weights were set

experimentally. The weights in the hidden layers are set

randomly in the interval 〈0, 0.1〉, and the weights in the

output layer are also set randomly in the interval 〈0, 0.01〉.
Subsequently, the ANN was prepared for implementation into

the Tricore AURIX TC397 microcontroller.
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Fig. 5. Compensation voltages from standard compensation method and ANN
without load
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Fig. 6. Compensation voltages from standard compensation method and ANN
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IV. EXPERIMENTAL RESULTS

The compensation strategy was validated at the test bench

shown in Fig. 4 in the second phase. The test bench consists of

the three-phase PMSM, which is connected to a dynamometer

that loads the motor. The microcontroller Tricore AURIX

TC397 controls a three-phase power inverter that drives the

PMSM. The parameters of the IGBT switching elements

and PMSM are listed in Tab. III. The microcontroller has

six separate cores. The application uses only two of them.

The motor control algorithm and the proposed ANN are

implemented on the first core. The second core is dedicated to

data acquisition and communication processing. The measured

data is obtained from the platform via UDP communication

in MATLAB/Simulink. The sampling frequency of 10 kHz is

used by the first core responsible for calculating the vector

control algorithm and the proposed ANN. The calculation

of the control algorithm takes an average of 22µs; another

5µs are occupied by measuring currents and generating PWM

signals. The computational complexity of the ANN during the

learning phase is acceptable, taking an average of 32µs. How-

ever, it is significantly higher than the standard compensation

strategy, which takes less than 1µs.

In this chapter, the results achieved after learning ANN are

presented. The online learning of the neural network took place

when the engine was operating in a steady state, i.e. the engine

speed and load torque were constant. In the first experiment,

the rotor speed is set to 20 rad/s, and the motor is unloaded,

as shown in Fig. 7. The influence of VSI non-linearities is

most noticeable when the PMSM operates in low-speed mode

and is not loaded. The second test was performed at the same

rotor speed but with a load of 0.4 Nm, corresponding to 50 %

of the nominal PMSM load, as shown in Fig. 8. The dead-

time period value was set to 1µs. The learning coefficient α
was gradually reduced during ANN training in the range of

0.008 > α > 0, thereby influencing the speed of convergence

of weights during learning.
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TABLE I
HARMONIC DISTORTION OF PHASE CURRENTS

5. harm. 7. harm. 11. harm. 13. harm.

Method HRI5 [%] HRI7 [%] HRI11 [%] HRI13 [%]

0 / 0.4 Nm 0 / 0.4 Nm 0 / 0.4 Nm 0 / 0.4 Nm

Without 7.21 / 1.84 3.63 / 1.30 1.45 / 1.06 1.06 / 0.81

Stand. comp. 4.69 / 1.30 2.46 / 0.95 0.84 / 0.75 0.49 / 0.60

ANN comp. 1.28 / 0.08 1.01 / 0.10 0.54 / 0.12 0.83 / 0.10

The compensation results achieved at the end of the ANN

learning phase are compared with the case without applied

compensation voltages and with the results obtained using the

standard compensation strategy according to equation (1). Fig.

5 and Fig. 6 show the compensation voltages of the standard

compensation strategy and proposed approach with ANN.

Without any compensation of the output voltage distortion of

the VSI, the phase current waveforms do not have a purely

sinusoidal course, as shown in Fig. 7(a) and Fig. 8(a). A zero-

current clamping phenomenon also affects the phase currents,

as is evident, especially in the case without loading PMSM.

This phenomenon complicates current polarity detection in

the zero-crossing region, which has a negative impact on the

compensation results of the standard method.

The phase current distortion is reflected by the occurrence

of odd harmonic components. The 5th, 7th, 11th, and 13th

are dominant. These harmonic components are converted into

6th and 12th harmonics in the dq- currents using the Clarke

and Park transforms and cause a ripple in the dq- currents.

The spectra of the a-phase currents and dq-currents before

and after applying the compensation methods are compared

in Fig. 9 and Fig. 10; the results were obtained by the fast

Fourier transform (FFT).

The results show that applying the compensation voltages in

TABLE II
HD INDEX - EXPERIMENTAL RESULTS

HD index [%]

Method without with load

Without compensation 8.2679 2.6213

Standard compensation 5.3839 1.8744

Compensation with ANN 1.9041 0.2043

both cases suppresses the 5th, 7th, 11th, and 13th harmonics of

the phase currents and 6th, 12th of currents in dq- axis. How-

ever, the proposed approach with ANN achieves significantly

better results, as is demonstrated by the decrease of the nth

harmonic component defined by an index of harmonic ratio of

the current (HRIn) and decrease of the harmonic distortion

index (HD). The indexes are defined as follows

HRIn =
In

I1
HD =

√

I25 + I27 + I211 + I213
I1

· 100 (18)

where I1 and In are the magnitude of the fundamental and nth

harmonics of the a-phase current. Tab. I and Tab. II present an

overview of the achieved results. The proposed ANN reduced

the distortion index from 8.27 % to 1.9 % in the case of the

unloaded PMSM and from 2.62 % to 0.2 % in the case of the

loaded PMSM due to the accurate identification of non-linear

compensation voltages.

V. CONCLUSION

The paper focuses on solving the distortion problem of the

inverter output voltages. For this purpose, the compensation

strategy based on the neural network and knowledge of the

three-phase PMSM model structure and its parameters is

proposed. The topology of ANN is designed as a compromise

that gives the neural network sufficient degrees of freedom
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Fig. 9. Spectra of the a-phase currents and dq-axes currents without/with
standard compensation and with proposed ANN (without load).

to approximate the non-linear compensation voltages and can

still be implemented in the microcontroller. The proposed

strategy is verified on the test bench with vector-controlled

PMSM. The presented results show that the proposed approach

can effectively suppress adverse effects caused by the dead-

time and other VSI non-linearities. The achieved results are

significantly better than the suppression of current harmonic

distortion by standard compensation strategy. The advantage

of this solution is that the neural network can learn to identify

the compensation voltage online while the control algorithm is

running. Future work will focus on the implementation of the

neural network on the separated core of the microcontroller

AURIX TC397. It will allow multiple hidden layers and more

neurons to be applied in the ANN design. The more effective

design of the neural networks for compensation of the VSI

non-linearities will be studied.

TABLE III
PARAMETERS OF THE PMSM AND VSI

Name Symbol Value Unit

DC voltage UDC 50 V
Maximum motor current imax 8.55 A
Back-EMF constant λm 0.0299 Vs/rad
d-axis inductance Ld 430 µH
q-axis inductance Lq 450 µH
Nominal speed ωN 1500 rpm
Maximum speed ωmax 12000 rpm
Nominal power PN 180 W
Number of pole pairs pp 3 -
Switching device voltage drop Vsat 1.5 V
Diode voltage drop Vd 1.7 V
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