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Abstract Manual data annotation is a time consuming activ-
ity. A novel strategy for automatic training of the CAPTCHA
breaking system with no manual dataset creation is presented
in this paper. We demonstrate the feasibility of the attack
against a text-based CAPTCHA scheme utilizing similar net-
work infrastructure used for Denial of Service attacks. The
main goal of our research is to present a possible vulnerabil-
ity in CAPTCHA systems when combining the brute-force
attack with transfer learning. The classification step utilizes a
simple convolutional neural network with 15 layers. Training
stage uses automatically prepared dataset created without
any human intervention and transfer learning for fine-tuning
the deep neural network classifier. The designed system for
breaking text-based CAPTCHAs achieved 80% classification
accuracy after 6 fine-tuning steps for a 5 digit text-based
CAPTCHA system. The results presented in this paper sug-
gest, that even the simple attack with a large number of
attacking computers can be an effective alternative to current
CAPTCHA breaking systems.

Keywords CAPTCHA · Semi-supervised learning ·
Convolutional Neural Networks

1 Introduction

The expansion of web services in recent decades created
a demand for an automated system that can automatically
interact and process data contained within these systems.
Substituting humans with computer programs in monotonous
interaction with web services can be beneficial for both sides.
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Technicka 12
Brno 61200
Czech Republic E-mail: bostik@feec.vutbr.cz

Automated services, as described in [8], can make a profit on
stock markets, send unsolicited advertisement, and respond
to a new condition in a matter of moment without any human
interaction.

Sometimes this exploit of public resources can be harm-
ful. This situation leads to the creation of an automatic system
to differentiate the human user from a machine. The resulting
test was called CAPTCHA (Completely Automated Public
Turing test to tell Computers and Humans Apart) in [1]. It is
defined as a general task that must be very easy for humans
to solve, but it must be enormously difficult to create an au-
tonomous system to solve the task both for the computing
resources and for the algorithm complexity.

During the last two decades, a constant struggle of im-
provements between system providers and users introduce
various forms of CAPTCHAs in almost every shape possible.
And for every shape sooner or later an automated CAPTCHA
breaking solution was created (see [4,13,14]). A lot of effort
from both sides was invested in gaining an advantage over
the other side driven by the opportunity to earn money .

No other field was as affected by this kind of evolution
and so synonymous with CAPTCHA as the field of OCR (Op-
tical Character Recognition). Text-based CAPTCHA systems
were one of the first widely spread forms of CAPTCHA. Cur-
rent OCR algorithms can be very robust, but they have some
weaknesses. This imperfection limits the usage of these al-
gorithms but it can be utilized for CAPTCHA purposes with
great advantage. The server sends an image with a sequence
of characters to the client-side. This image is prepared in a
way that uses known OCR issues against the artificial solver
(computer). At the same time, as the CAPTCHA become
more and more robust, people who try to algorithmically
solve this kind of CAPTCHA challenge help to improve the
OCR algorithm, as for example in [20].

This kind an iterative process helps both sides, but devel-
opment advanced so far, that current CAPTCHA schemes are
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very complex for humans and the computers have a signifi-
cantly higher success rate than humans. Automated versatile
systems for cracking CAPTCHA can beat many schemes
without any kind of human interaction. Some of these sys-
tems can be tweaked to learn new unknown CAPTCHA chal-
lenge. As previous research in [5,18] has shown, this kind
of system can overcome almost any possible CAPTCHA
scheme with a high success rate.

In some situations, authors even admit their systems can
be overcome by automated solvers. Their goal is to discour-
age most of the generic attacks while maintaining user ex-
perience and solving accuracy for humans. In the end, every
CAPTCHA systems must be easily solvable for humans by
design, as presented in [10].

In this paper, we want to present a new way to over-
come CAPTCHA systems. Until now, every CAPTCHA solv-
ing system focuses on single computer attacks utilizing one
strong solver. This kind of attack can be easily blocked from
the service provider by blocking the individual IP address or
range of IP addresses. Nevertheless, the attackers can easily
hijack a huge amount of computers and distribute the attack
over a vast number of computers worldwide. Even a very sim-
ple attack based on classifier trained without a huge dataset
can be successful (success rate over 1% as presented in [9]).
And with every successfully classified CAPTCHA, attackers
can automatically expand the training set and augment the
classifier accuracy. Even more, the attacker can train multi-
ple classifiers and make them compete between instances to
make the most accurate prediction or even better, use these
classifiers combined in the style of the AdaBoost method
(see [15]).

Having this in mind, we would like to present a new
way to train the CAPTCHA solvers with none or at least
minimal human interaction. Our goal is not to break any
CAPTCHA service in particular, but we would like to under-
stand and describe the process to further improve the security
of CAPTCHA services.

2 Related work

The main CAPTCHA security features of all prominent
websites rely mostly on anti-segmentation techniques like
negative-kerning, occluding lines, character overlapping, and
variable length. All these security measures are in place be-
cause the standard approach to overcome CAPTCHA for
the two decades is to first segment the image into individual
regions per assumed character. The following step commonly
utilized machine learning to classify the segmented regions
as an individual character. This approach is called segment-
then-recognize (see [24,12,27]) and can also be used for
audio CAPTCHA as presented in [7,6].

The reason for this can be found in [11], where authors
demonstrated that machines outperform humans in the task

of single character recognition. This work set the base ground
for the assumption, that the difficulty of CAPTCHA recog-
nition lies mainly in anti-segmentation techniques and was
improved in [9].

Most of the works discussing CAPTCHA solving around
the year 2015 are using ad-hoc methods fine-tuned to a par-
ticular CAPTCHA scheme. One example can be seen in [29],
where the presented approach achieved 82% on reCAPTCHA
version 2011 and 95.5% on reCAPTCHA version 2012. This
high success rate is due to the precisely tuned algorithm cus-
tom fit on these kinds of CAPTCHAs and this approach must
be extensively modified to other CAPTCHA schemes of this
class.

Similarly, in [32] authors used a simple method utilizing
pixel counting combined with some heuristics to overcome
CAPTCHAs provided by Captchaservice.org. In [17] authors
presented CAPTCHA solving method dealing with hollow
CAPTCHAs with a success rate from 36% to 89% on five hol-
low CAPTCHA schemes, but this approach was not effective
with non-hollow CAPTCHA schemes. Two-layer CAPTCHA
provided by Microsoft was also overcome in [16] by the cus-
tom made attack which relies on splitting the CAPTCHA
into two separate layers and solving them independently.

The next stage in the evolution of CAPTCHA solving
methods uses toolbox design. One instance of this is De-
captcha in [9], which was used by its creators to overcome 13
out of 15 schemes with success rates between 5%-66%. The
presented Decaptcha system consists of five general steps that
can be individually hand-tuned to a particular CAPTCHA
scheme.

In the last years, generic methods are considered as the
state of the art CAPTCHA solving techniques. These meth-
ods aim to create end-to-end enclosed solution, which can
be operated without any previous fine-tuning on attacked
CAPTCHA scheme.

In [5] authors proposed a cutting method which slices
each CAPTCHA image in all possible ways and scores all
possible combination. The most probable answer is then
chosen. Despite the interesting title, authors must utilize
many optimizations to lower the computational complexity
as the computation cost increases exponentially with the
length of CAPTCHA. This results in a lower success rate
raging from 5% to 55%. However, the presented attack is the
first method not strictly utilizing the segment-than-recognize
approach.

In [18] authors presented CAPTCHA solver based on
dissecting every CAPTCHA image into a great number of
sub-segments. These partial segments are then combined with
adjacent sub-segments and recognized. Recognition rate can
be up to 77% on some CAPTCHA schemes. However, this
method failed when dealing with a complicated background
or a large amount of noise.
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Most recent attacks use convolutional neural networks
(CNN) in combination with other techniques. For example in
[36] authors utilized CNNs for feature extraction and Long
Short-Term Memory (LSTM) for actual recognition. Another
similar work was presented in [30], where two deep networks
were used, one estimating the length of the text, the other
using this information to get the supposed correct answer.
The disadvantage in both works is the need to build a large
annotated dataset for initial system learning.

This disadvantage is almost bypassed by the system
in [34]. The system uses a small annotated sample (about
500pcs per CAPTCHA scheme) to learn the generator of syn-
thetic CAPTCHA codes of the same style. The generator is
based on a Generative adversarial network (GAN). The gen-
erated data is then used to train the basic version of CNN and
the original data is used to fine-tune the network. Creating
GAN to create large dataset needed for training CAPTCHA
solver is a very time consuming task. Training such a network
increases the computational complexity and the presented
network heavily relied on the noise removal stage. GAN
structure described in [35] partially deals with noise removal
by introducing GAN-based Background Denoiser.

The method described in [31] overcomes some of these
issues by transfer learning. First, the base solver is trained
on synthetic CAPTCHA images generated without any noise.
Then 500 CAPTCHA images of the targeted CAPTCHA
scheme is used for fine tuning the base solver. The paper
presented, that before the fine tuning, the average success
rate on CAPTCHAs is close to 0%, but after fine tuning on
500 CAPTCHAS, the success rates increases to 50%-97%
for latin alphabet based CAPTCHA schemes. The presented
CNN is an end-to-end solution and is based on ResNet with
RNN attention mechanism.

The main disadvantage of the last two papers is the re-
quirement of the 500 annotated image samples of targeted
CAPTCHA scheme. With the average of around 4 CAPTCHA
images annotated per minute, the required time is 2 hour of
intensive human labor.

The goal of this paper is therefore to introduce a new
approach that will require no or absolutely minimal involve-
ment of a person to annotate the training data. Every study
discussed in previous paragraphs needed some annotated data
as an input. We want to prove, that this part of all previous
research papers in this field is obsolete and CAPTCHA break-
ing system can be trained without any human interaction.

3 Proposed CAPTCHA breaking system

In this paper, we want to simulate a hypothetical CAPTCHA
breaking attack. Assume that an attacker has a large group
of controlled computers (either on site or hacked comput-
ers) to create large bot network. The large number of in-
volved machines is needed, because every attack on common

Fig. 1: Proposed CAPTCHA breaking system

CAPTCHA system can be easilly discovered [3,2] and the
attacker can be blocked. With the usage of large bot network,
a large number of breaking attempts can be done in short
time without any chance of detection. The potential attacker
also has a central unit at his disposal for a suitable classifier
training and management of controlled computers.

The central unit can order its clients to automatically
download the CAPTCHA image, use the supplied classifier to
acquire predicted answers, and send it back to the web-page.
Attacked web-service cannot distinguish the machine from
a human without evaluating the sent answer. The attacked
web-page will respond and either stops on the current page
or continues to the next page. The attacking unit will obtain
results in binary yes (and the image with its label is saved)
or no (and the image is discarded). Correctly labeled images
are then sent to the central unit to fine-tune the classifier.

At first, the model used with all clients is very general
and does not have much success. But with each translated
CAPTCHA, the central unit has more and more training data
to adjust the model accordingly. The central unit then dis-
tributes a fine-tuned model to all its clients further improving
the data collection success rate.

The above-explained hypothetical system is presented in
diagram in Fig. 1.

In these times, huge Denial of Service (DoS) attacks are
widely used from time to time. Presented attack on web-
service implementing text-based CAPTCHA as a security
measure is very similar in its nature to DoS attack and can
utilize the same infrastructure.
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3.1 Comparison with the previous work

Obtaining a sufficiently large annotated dataset for training
CAPTCHA breakers is currently the main problem of all pub-
lished methods. Hundreds of samples are needed for success-
ful training of standard machine learning-based classifiers [5,
18], and tens of thousands of annotated samples are needed
for CNN-based classifiers [28,36]. For the rapid deployment
of CAPTCHA breakers on new CAPTCHA system, novel
methods are published and each presents an optimal way to
reduce the required amount of human labor to a minimum.

Of the several methods published in recent years, it is
necessary to highlight the method published in [34]. The
GAN-based system generates CAPTCHA challenges similar
to the original ones. First, a generic generator is created that
is fine-tuned based on 500 images to match the target system.
The data generated from this system are then used to train a
suitable classifier.

Another interesting way is the use of transfer-learning
as in [31]. The general solver is trained on the model of the
general CAPTCHA system, then the transfer-learning is used
and the presented CAPTCHA breaking system is fine-tuned
on 500 real samples so the CAPTCHA breaking system can
break the targeted CAPTCHA system with a high accuracy.

We observe, that the common denominator of a large
number of methods from recent years is the number of 500
samples of the targeted CAPTCHA system annotated by
a human. So far, no method has decreased the number of
required manually hand-annotated CAPTCHA images below
this limit. The goal of our efforts in this paper is to break
this boundary, to use a targeted CAPTCHA system against
itself so that it is not necessary to manually annotate a single
image.

In Table 1, we compare the number of annotated CAPTCHA
samples needed to create a successful classifier for several
methods published in recent years with our proposed ap-
proach.

4 Experimental setup

The proposed attack on CAPTCHA systems is programmati-
cally simple but requires extensive computational resources
and usage of those illegal activities is not even allowed on the
academic ground. Without the use of the bot network system
presented in Fig. 1, we are not able to directly implement the
proposed attack and thus obtain a sufficiently large number of
annotated CAPTCHA images to successfully verify the func-
tionality of the system. Our entire workplace is on a uniform
range of IP addresses, which the real CAPTCHA system
would detect and immediately permanently block whole IP
range. Therefore in this paper, we only simulate proposed
attack on CAPTCHA system from the machine-learning per-
spective. The goal is to train a simple deep learning classifiers

Fig. 2: Experiment overview

(see [19]) sufficient enough to prove the concept. Our cur-
rent goal presented in this paper is not to create versatile
CAPTCHA breaking system like in [30,34,36].

The system used in this article is described in Fig. 2.
Every input image is preprocessed and segmented into a
number of regions. Every individual region is then fed into a
classification neural network. To simulate the response from
the targeted server, we compare outputs from all segments
(e.g. the assumed character) to the correct answer per sin-
gle CAPTCHA image. If only one segment (one character)
is misclassified, the whole CAPTCHA image is marked as
misclassified and the image is discarded in this phase. Only
the segments from the images with completely correct an-
swers are used for further fine-tuning. The whole processing
pipeline is described bellow in more detail.

The entire experiment was implemented in MATLAB
computational environment using mainly Deep Learning
Toolbox and Computer Vision Toolbox.

4.1 Input dataset

Dataset of CAPTCHA images used in this article was set
up by python library ”Lepture/Captcha” for generating text-
based and audio-based CAPTCHA challenges. The source
code of this library is available via GitHub from [33].

The main parameters for dataset generation were the
length of CAPTCHA text and the character set. We generate
CAPTCHA challenges with 5, 7, or 10 characters per image.
As for the character set, we want to compare text-based
CAPTCHA with:

– numbers 0-9
– lowercase alphabet a-z
– non confusable numbers and letters (0-9, a-z except 0, 1,

9, g, l and o)

In this experiment, we used all nine combinations of these
features to generate nine individual groups of data. Each
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Table 1: Selected CAPTCHA breaking studies

Year Author Focus Number of annotated samples for training

2021 Presented approach Simple segmentation, CNN classifier 0 manually labeled CAPTCHAs
2021 Zhang et al. [35] GAN-based de-noising + CNN based recognition 500 manually labeled CAPTCHAs
2020 Wang et al. [31] ResNet+RNN attention mechanism, transfer learning 500 manually labeled CAPTCHAs
2020 Noury and Rezaei [28] End-to-end CNN, fixed size CAPTCHA 50.000 sythetic CAPTCHAs from [33]
2020 Zi et al. [36] End-to-end CNN and LSTM 200,000 manually labeled CAPTCHAs
2018 Ye et al. [34] GAN-based generator + CNN based solver 500 manually labeled CAPTCHAs
2016 Gao et al. [18] Component creating, graph building, k-NN 500 manually labeled CAPTCHAs
2014 Bursztein et al. [5] Custom segmentation with k-NN scorer and ensemble arbiter 1.000 manually labeled CAPTCHAs

Fig. 3: Sample CAPTCHA images (correct answers: 5uywa,
mcvj4, hyp7yby and n2k25mc)

group consists of 50 000 individual text-based CAPTCHA
challenges. Sample CAPTCHA images from this dataset are
displayed in Fig. 3. The size of all CAPTCHA images is
180x90px.

4.2 Segmentation stage

We chose only basic segmentation techniques for this experi-
ment. The aim of this paper is not to repeat the segmentation
experiments presented in section 2 (for example [9,5,29,30]),
but to demonstrate how to train the classification part with-
out manually creating any dataset. The segmentation method
used in this paper can be replaced by one of these methods
to increase the success rate.

Every input image in our case is therefore only binarized
by the Otsu method. Subsequently, morphological operations
are used to remove noise. Small regions are then also ex-
cluded from further processing. If there is an overlap of char-
acters, such overlap is detected and non-compliant regions
are divided. This process is illustrated in Fig. 4.

4.3 Recognition stage

The main idea of this paper is to use transfer learning to
train the CAPTCHA character classifier without any manual
dataset creation. This is achieved by generating a small train-
ing dataset of single synthetic characters. This dataset con-
tains images of various fonts, sizes and with various distor-
tions. During the fine-tuning stages, the classification model

(a) Original image

(b) Binarized image

(c) Morphological operations applied

(d) Selection of significantly connected components

(e) Division of connected characters

Fig. 4: Segmentation process overview

for character recognition is slightly changed with the new
training data and thus adapting more and more to the target-
ted CAPTCHA scheme. The training process is illustrated in
Fig. 2.

We describe the learning algorithm only for text-based
CAPTCHAs with digits, the rest of the experiments was
performed similarly but with a greater number of characters.

The classification network was firstly pre-trained on 500
synthetic images (50 per class) containing one distorted letter
per image. From these 500 images, 75% was used for training,
25% for validation. This general training dataset in real attack
can be augmented by a small sample of targetted characters
(or from any similar CAPTCHA) to speed up the learning
stage. The training used the Stochastic Gradient Descent
with Momentum algorithm introduced by [25]. The training
process was run for 10 epochs with an initial learning rate set
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Table 2: Convolutional deep neural network used for classifi-
cation

Layer type Layer description

1 Image Input 28x28x1 images
2 Convolution 8pcs 3x3x1 convolutions
3 Batch Normalization 8 channels
4 ReLU -
5 Max Pooling 2x2 max pooling
6 Convolution 16pcs 3x3x8 convolutions
7 Batch Normalization 16 channels
8 ReLU -
9 Max Pooling 2x2 max pooling
10 Convolution 32pcs 3x3x16 convolutions
11 Batch Normalization 32 channels
12 ReLU -
13 Fully Connected 10 outputs
14 Soft-maximum -
15 Classification Output Cross Entropy Function for

10 Mutually Exclusive Classes

to 0.01. The exact topology of the convolutional deep neural
network used in this experiment is shown in Table 2.

This weak classifier was then used to classify all images
from the previously described dataset. To simulate the server
response, only when all segments from tested CAPTCHA
image are classified correctly, the answer is registered and
the CAPTCHA image is stored.

After the whole dataset is processed, the stored CAPTCHA
images are segmented again with the same segmentation algo-
rithm and the new training dataset is created. The fine-tuning
step utilized the same parameters as the first training stages,
but only for 5 epochs.

5 Experimental results

All experiments were computed on a desktop computer with
AMD FX-6350 with 6 core processor and 3.9 GHz frequency,
24GB RAM and GeForce GT 630 graphics card.

5.1 Segmentation stage results

The above-described approach is applicable to the simple text
CAPTCHA used in this experiment. Sample output from this
stage is depicted in Fig. 5. The described segmentation tech-
nique is successful in 22%-80% depending on CAPTCHA
length (see Table 3).

The presented segmentation stage is also suitable to some
other schemes that do not intentionally use character overlap,
but rather the characters are randomly distributed around the
image and resulting overlaps are small. For example about
half of the text-based CAPTCHA schemes attacked in [9]
and one-third of CAPTCHA schemes attacked in [36] can be
successfully preprocessed in this way.

Fig. 5: Sample output from segmentation stage (characters a,
A, C, d, H, k, M, P, Y and 5)

Table 3: Segmentation stage results per feature combination

CAPTCHA text length
5 7 10

Numbers 0-9 80.02% 59.47% 21.88%
Lowercase alphabet a-z 68.23% 50.79% 22.34%
Non-confusable lowercase charac-
ters and letters

71.11% 52.54% 22.29%
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Fig. 6: Graph comparison of activation functions RELU,
SELU and SPOCU

On the other hand, the presented segmentation stage is
not versatile enough to broad usage and is the most serious
drawback of the presented experiment.

5.2 Network optimization

The important parts of the network are activation functions.
Their main function is to increase the network ability. In
this manner we tried to upgrade the network performance
with two different activation functions Scaled Exponential
Linear Unit (SELU) [23] and Scaled Polynomial Constant
Unit (SPOCU) [22]. The interesting ability of these activation
functions is to create a self normalizing network. In the Fig.
6 is shown the comparison of these activation functions with
the Rectifier Linear Unit (RELU) [26].

The experimental setup was as follows. We create an
updated architecture with SPOCU activation function instead
of RELU activation function, the rest of the network remains
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Fig. 7: Classification accuracy per fine-tuning step for 5 char-
acter length CAPTCHA with different activation functions

the same as in the table 2. For the performance we transform
the inputs as in [22] into interval [−βγ,(1−β )γ] by eq.

xnorm = γ
x−min(x)

max(x)−min(x)
−βγ. (1)

The SPOCU parameters [22,21] which we tried are α =

3.0937, β = 0.6653, γ = 4.437 and c = ∞. For the SELU
activation function we also replace the RELU activation func-
tion with SELU activation function. The parameters used for
SELU were α = 1.67326 and γ = 1.0507. Both activation
functions were built with the MATLAB custom layer.

From the Fig. 7 can be concluded that RELU activation
function surmount the SPOCU activation function and re-
sults are comparable to the SELU activation function. The
MATLAB implementation is optimized and thus faster than
custom user implementation. From the time comparison on
the validation dataset the RELU is 50% faster than SELU and
70% faster than SPOCU. Therefore we use RELU in the rest
of experiments. However, it should be noted that the strength
of the SPOCU auto-normalization layer would be manifested
when used in a different network architecture, which makes
this comparison impossible.

5.3 Different training strategies for classification stage

In this paper, we compare three different strategies to train the
classification network. The comparison of all these strategies
is depicted in Fig. 8. The proposed strategy is described in
following section.

The first training strategy is to create an individual dataset
for every fine-tuning step. We call this strategy ”learning
from scratch”. In every fine-tuning step, we train a fresh new
classifier from the data acquired with the last classifier. This
strategy works with some limitations for short CAPTCHA
schemes with small character sets (for example digits-only
CAPTCHA). The main drawback of this approach is in the
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Fig. 8: Comparison of classification accuracy per fine-tuning
step for different training strategies (text-based CAPTCHA
with length of 5 digits)

swift shift from the original character features in every fine-
tuning step. This results in misclassified characters in later
stages, that have been correctly recognized in the first steps.

The second strategy is to fine-tune the classifier instead
of training a fully new classifier with every new data from
targeted CAPTCHA system. The training dataset is created
from all correctly classified CAPTCHA at every stage while
omitting the pre-train data. This approach has the main poten-
tial for CAPTCHA schemes with a small character set. For
the recognition of a bigger character set like all lowercase
letters, this approach has a tendency to omit some characters
which significantly reduce the accuracy and learning speed
of this method.

5.4 Proposed approach

The proposed approach is based on previous learning strat-
egy. The main difference is that we added data from the
pre-training step to every class. In this way, we guarantee
that the classifier does not forget some characters. During
the first fine-tuning steps some characters were recognized
but were not added to the training data because one or more
characters from evaluated CAPTCHA image was not been
recognized. As the classification of this previously unrecog-
nized character is growing, the probability of adding more
characters to training classes increases as well.

The proposed semi-supervised approach can be success-
fully used to break text-based CAPTCHA of different length,
but the length of CAPTCHA significantly slow down the
training process. After approximately 4 fine-tuning stages we
can observe an almost exponential reduction in the training
accuracy with the length of the CAPTCHA. This is illus-
trated in Fig. 9. It is important to highlight, that the accuracy
for CAPTCHA schemes with a length of 7 and 10 is still
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Fig. 9: Classification accuracy per fine-tuning step for digits
CAPTCHA
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Fig. 10: Classification accuracy per fine-tuning step for 5
character length CAPTCHA with different character set

increasing significantly even in fine-tuning step 6 when our
evaluation finished.

As for the different character set used for training, the
classification accuracy is significantly lower when using
longer character set (see Fig. 10). After 6 fine-tuning steps,
the classification accuracy for letters is almost 2,5 times lower
than in the case of digits, which is almost the same ratio as
in the case of characters length. The classification accuracy
for the non-confusable letters and digits is slightly higher
because the characters are easier to recognize than in the case
of some letters.

All results are summarized in Table 4. In all cases, the
accuracy is greater than previously mentioned 1% threshold
and therefore we can state, that the CAPTCHA scheme used
in this experiment is broken.

The quantification of the improvement in classification
between the pre-trained classifier and the fine-tuned classifier
is shown in Fig. 11. The value in the figure is defined as the
ratio between the number of correctly classified CAPTCHAs
after the first and sixth learning steps. There is an exponential

Table 4: Classification accuracy after 6 fine-tuning steps

CAPTCHA text length
5 7 10

Numbers 0-9 94.78% 78.84% 26.16%
Lowercase alphabet a-z 32.89% 20.39% 1.13%
Non-confusable lowercase char-
acters and letters

38.54% 19.86% 2.54%
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Fig. 11: Amplification of training dataset between first and
last fine-tuning steps

increase with the increase of CAPTCHA text length. This
is caused by the fact that in the first steps there is a greater
probability of error in at least one character and thus there is
the slow down in the fine-tuning process.

5.5 Character accuracy

Our simulation has an advantage in knowledge of the solution
for every CAPTCHA in the dataset. Although we cannot use
this advantage in the simulation (because we would deny the
meaning of the experiment), we can use this information for
the evaluation of the classification accuracy per single char-
acter. Fig. 12 clearly illustrates that single character accuracy
is significantly higher in the first fine-tuning steps. In later
learning steps, the differences decrease and the CAPTCHA
recognition system as a whole reaches the limit at the level
of accuracy of individual character recognition.

6 Conclusion

In this paper, we have presented a novel strategy for auto-
matic training of text-based CAPTCHA without previous
dataset creation. We have demonstrated, that the CAPTCHA
system can be broken via transfer learning. The proposed
attack would utilize similar network infrastructure as the
infrastructure used for Denial of Service attacks.
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Fig. 12: Classification accuracy for 5 digits numerical
CAPTCHA

The simulation of this attack was in particular successful
on shorter 5-character CAPTCHAs with only digits. The clas-
sification accuracy on this CAPTCHA scheme was 94.78%
after 6 fine-tuning steps with 50000 attacks per step. With the
length of CAPTCHA text and with the complex character set,
the classification accuracy decrease rapidly, but the accuracy
for all tested combinations was greater than 1%.

The main disadvantage of the presented approach is in the
segmentation process, which is fine-tuned for this particular
dataset.

Our future goal is to combine our training approach with
the previous work in this field of research to create a general
end-to-end solution that requires no training data.

The obtained results confirm that the proposed CAPTCHA
breaking technique is feasible and the security measures must
be ready on this kind of attack.
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